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ABSTRACT:

Scaling factors for Pulay’s scaled quantum mechanical (SQM) scheme have been determined for four different widely used DFT
functionals (PBE, B3LYP, B3PW91, and M06-2X) and for two basis sets (6-31þþG** and aug-cc-pVTZ) by fitting computed
results to 347 fundamental experimental vibrational frequencies of 33 molecules. Measurements in the gas phase and in solid argon
matrices were used independently in the fitting procedure in order to provide a simple method of estimating matrix shifts. The
accuracy of the new scaling factors is demonstrated on test molecules including hydrogen-bonded systems andmolecules containing
chlorine and sulfur atoms.

1. INTRODUCTION

Comparison of measured vibrational frequencies with calcu-
lated values is nowadays practically unavoidable when experi-
mentalists interpret and assign vibrational spectra in order to
identify molecular structures, conformations, or novel species.
There is obviously a need for simple and reliable computational
methods of estimating vibrational frequencies.

The precision of vibrational spectra calculated by quantum
chemical methods has improved significantly in the last few
decades. The first ab initio harmonic frequency calculations were
done using Hartree�Fock theory and predicted vibrational
frequencies with an average error of about 10% without empirical
corrections.1 Nowadays, spectra are routinely calculated using
density functional theory (DFT)methods. The results, still based
on the harmonic approximation, reproduce experimental values
much better, with average errors usually below 4�5%.2

For small molecules one can go beyond the harmonic
approximation, treating anharmonicities by either perturbational
or variational procedures. For example, second-order vibra-
tional perturbation (VPT2) theory3 is implemented in many
quantum chemical packages, e.g., Gaussian03,4 PSI,5 ACES III,6

or CFOUR,7 and can routinely be used for most rigid or
semirigid molecules. Many VPT2 calculations utilize quartic
anharmonic force fields usually calculated by high-level electro-
nic structure methods (e.g., MP2, CCSD, or CCSD(T)) or via

DFT using medium-sized Dunning-type basis sets (e.g., (aug-)
cc-pVTZ or (aug-)cc-pVQZ).8 Except for special cases, when
vibrational resonances are not properly accounted for or when
the electronic structure calculations require multireference treat-
ments, a VPT2 CCSD(T)/cc-pVQZ computation usually has an
average error of only a few wavenumbers.3b,c

Even higher accuracy can be achieved by variational or quas-
ivariational methods for describing nuclear motion, combined
with state-of-the-art ab initio potential energy surfaces. Using
extrapolation schemes to estimate full electron correlation and
complete basis set results, and including diagonal Born�
Oppenheimer and relativistic corrections, an accuracy of
∼1 cm�1 can be reached for fundamental transitions.9 One of the
main problems with these state-of-the-art calculations is their
computational cost. At present, VPT2 CCSD(T)/cc-pVQZ
calculations can typically be performed for systems containing
not more than about 15�20 atoms. Not only the cost, but also
the absence of effective programs, limits nuclear variational cal-
culations in practice to systems containing only 3�6 atoms.

For most spectroscopic studies dealing with larger molecules,
the abovemethods are obviously unrealistic; thus, Hartree�Fock
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or DFT theory and the harmonic approximation remain the
practical compromise. Fortunately, the errors in these approx-
imations, arising mainly from an incomplete description of ele-
ctron correlation and the neglect of anharmonicity, are fairly
systematic, and thus can be corrected for empirically.

A single (uniform) scaling factor for frequencies is often used
to improve agreement with experimental frequencies.10 Also,
different scaling factors may be used for different regions of the
IR spectra or for different normal modes.11 Still, these schemes of
scaling cannot take into account the different scaling require-
ments of strongly mixed vibrational modes.

This problem can be eliminated by the more sophisticated
scaled quantum mechanical (SQM) empirical correction pro-
cedure.12 This scheme employs different scaling factors for diff-
erent types of force constants Fij (rather than frequencies)
expressed in internal coordinates (e.g., stretching, bending, etc.).
The physical consideration behind individual scaling is that both
the errors of a given electronic structure calculation and anhar-
monicity may be different for different distortions of the mole-
cule. In practice, internal coordinates are grouped according to
their chemical type: a factor si is assigned to each group, and
diagonal force constants are multiplied by the relevant si, while
the geometric mean is used for couplings:

FijðscaledÞ ¼ ðsisjÞ1=2Fij ð1Þ
Originally, the major drawback of the SQM scheme was the

need to define and generate the internal coordinates. Although
the automatic generation of “natural” internal coordinates has
been solved,13 a variant SQM scheme, suggested also by Pulay’s
group, seems more pragmatic. This is applied to a redundant set
of primitive internal coordinates, scaling the individual stretchings,
bendings, and torsions.16

The scheme can be easily employed, and its computational cost
is negligible once the unscaled force constant matrix is available. It
may be not quite obvious that SQM scaling usually improves the
calculated vibrational intensities as well. This is plausible; however,
we realize that the form of the normal vibrations (as a linear
combination of internal coordinates) has been improved.

A minor drawback of both the single scaling factor and the
SQM procedure is that in principle different scaling factors have
to be determined for each level of theory, including the electronic
structure method (or the functional for DFT) and, at least if one
is far from the basis set limit, the basis set.10

The first consistent set of scaling factors was determined for
HF/4-21G calculations.12 Later on, scaling factors were opti-
mized for DFT calculations, at BLYP/6-31G* and B3LYP/
6-31G* levels.14�16 These were limited to molecules containing
H, C, N, O, and Cl atoms. The SQMmethod was extended to Si-
containing molecules by Kalincs�ak and Pongor.17 In a very recent
paper scaling factors for the larger 6-311G** basis set were
published.18

The above methods and specifically the standard SQM
B3LYP/6-31G* scheme predict vibrational frequencies with an
average error of about 10 cm�1 in most cases. However, special
projects may need another DFT functional and/or basis set,
necessitating the optimization of new scale factors.

The present study has several goals. The first was to determine
SQM scaling factors for a level of theory which is suitable for
hydrogen-bonded systems, e.g., hydrogen-bonded dimers or
“biomolecule”�water complexes, model peptides or drug mol-
ecules. To accurately describe hydrogen bonding, diffuse and
polarization functions are required, so we tested the Pople-type
6-31þþG**19 and the Dunning-type aug-cc-pVTZ20 basis sets.

For selecting the DFT method, many functionals have been
tested for hydrogen-bonded systems.21,22 The frequently used

Figure 1. Molecules in the SQM training set.
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B3LYP23 and PBE24 functionals were chosen for the present
study. These functionals also perform reasonably well for relative
conformer energies and vibrational frequencies, which are also
important for conformational studies using infrared (IR) spec-
troscopy. In addition, to get information on molecules where
intramolecular dispersion forces are not negligible, the M06-2X
functional25 was also included in the present study.

Our second goal was to obtain a scheme specifically for vibra-
tional circular dichroism (VCD) spectra, an increasingly popular
method for determining absolute molecular conformations. To
this purpose, beside the widely used B3LYP,23 the B3PW9126

functional proved to be successful27 and is therefore included in
the present study, using Pople-type split-valence or Dunning-type,
e.g., aug-cc-pVTZ, basis sets.

A third goal of the present study is to include molecules
containing sulfur in the SQM scaling factor fitting set. The incl-
usion of sulfur is important for studies of peptides containing
methionine, cysteine, or cystine.

Another objective of the present study was to separately fit SQM
scaling factors to frequenciesmeasured in the gas-phase and inmatrix
isolation (in solid argon), respectively. Both experimental methods
are frequently used for conformational studies. The differences in
scaling factors can give information about matrix shifts for specific
vibrational modes. The possible physical origins of these shifts
between gas-phase and Ar matrix measurements are also discussed.

2. COMPUTATIONAL DETAILS

Electronic structure calculations have been performed with
the Parallel Quantum Solutions (PQS)28 and the Gaussian 09
program packages.4 Calculations employed standard split-va-
lence, 6-31þþG**,19 and correlation-consistent, aug-cc-
pVTZ,20 basis sets. Both types of basis sets contain diffuse
functions, adequate for the description of hydrogen bonding.
The functionals are also standard and well-documented,
B3LYP,23 PBE,24 B3PW91,26 and M06-2X.25 For calculations
involving the first three of these PQSwas used, while for the latter
we used Gaussian09. Scaling factors were fitted using the SQM
1.0 module of PQS. A script was especially written to interface
SQM with Gaussian 09. Throughout this study the modified
SQM procedure of Baker et al. was used.16

Experimental vibrational frequencies measured in the gas
phase and in Ar matrices were collected from the literature.
Figure 1 shows the structures of the molecules included in the
training set for the fitting procedure. Altogether 347 vibrations
from 33 molecules were included. The total number of vibra-
tional modes is somewhat smaller than in previous SQM fitting
studies, since in the present paper only those vibrational modes
were considered for which both gas-phase and Ar-matrix
frequency data were available. Furthermore, vibrational modes
with possible vibrational resonances and uncertain assignments
were excluded from the fitting set. In each case the mass of the

Table 1. Gas-Phase SQM Scaling Factors with Root-Mean-Square (RMS) Errors and Mean-Average Deviations (MAD) of the Fit
in cm�1

PBE B3LYP B3PW91 M06-2X

internal coordinate 6-31þþG** aug-cc-pVTZ 6-31þþG** aug-cc-pVTZ 6-31þþG** aug-cc-pVTZ 6-31þþG** aug-cc-pVTZ

X�X 0.9876 0.9902 0.9367 0.9471 0.9149 0.9276 0.8788 0.8910

X�{Cl,S} 1.0907 1.0959 1.0581 1.0725 0.9894 0.9973 0.9434 0.9523

C�H 0.9569 0.9676 0.9172 0.9282 0.9094 0.9235 0.8966 0.9061

N�H 0.9550 0.9655 0.9118 0.9200 0.8984 0.9089 0.8907 0.9008

O�H 0.9747 0.9825 0.9151 0.9218 0.8981 0.9073 0.8798 0.8868

S�H 0.9786 0.9840 0.9378 0.9417 0.9178 0.9264 0.8958 0.8978

X�X�X 1.0882 1.0815 1.0140 0.9992 1.0071 1.0076 0.9711 0.9547

X�X�H 1.0348 1.0397 0.9639 0.9683 0.9671 0.9762 0.9630 0.9677

H�C�H 1.0188 1.0236 0.9491 0.9573 0.9587 0.9711 0.9483 0.9545

H�N�H 1.0109 1.0354 0.9513 0.9591 0.9497 0.9667 0.9594 0.9773

X�X�X�X 1.0604 1.0251 0.9865 0.9621 0.9825 0.9723 0.9649 0.9479

{H,X}�X�X�H 1.0361 1.0204 0.9564 0.9461 0.9546 0.9433 0.9221 0.9134

(linear bend)a 0.9144 0.9533 0.8600 0.8987 0.8567 0.9018 0.8114 0.8352

No Scaling

rms 37.77 34.26 70.39 61.92 78.48 67.27 93.74 85.29

MAD 19.16 15.08 39.78 34.11 45.71 39.15 52.93 47.11

Uniform Scaling

scaling factorb 0.9774 0.9853 0.9289 0.9375 0.9210 0.9327 0.9058 0.9139

rms 32.30 31.72 23.28 21.45 25.34 24.49 27.23 25.02

MAD 11.19 12.38 8.46 8.77 9.39 10.26 11.47 11.36

SQM Scaling

rms 15.42 20.18 13.13 13.45 12.68 14.63 15.46 14.94

MAD 7.83 10.70 6.66 6.98 6.31 7.30 7.72 7.44
aOnly the C�C�N and C�N�C scaling factor of CH3CN and CH3NC is included in the fit; furthermore, it can be very different for different
molecules. Hence, this value is not transferable to other molecules. b Scaling factor for force constants. The scaling factor of the vibrational frequencies is
the square-root of the given value.
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most abundant isotope was used in the frequency calculations.
The experimental vibrational frequencies together with their
references are given in the Supporting Information.

The initial set of scaling factors was practically the same as in
ref 16. Only small modifications were made during the fitting
procedure (see Section 3 for details) either to obtain a better fit,
or to get a better model for the different matrix shifts.

3. RESULTS AND DISCUSSION

3.1. Fitting Results for Different Computational Levels.
The SQM and single uniform scaling factors fitted for gas-phase
and Ar-matrix experimental data at eight different levels of theory
are summarized in Tables 1 and 2. In these tables, the root-
mean-square (rms) errors and mean average deviations (MAD)
between the computed and the experimental frequencies are
also given.
Compared to ref 16, X�{Cl,S} and H�S stretching force

constants were added to the original set, and X�X�X�X and
the {H,X}�X�X�H scaling factors were fitted independently in
the present study, because the obtained Ar-matrix scaling factors
were significantly different for these force constants. (Here and
elsewhere in this work, X denotes any non-H atom which is not
specifically defined by another scaling factor.) Other types of
scaling factors (e.g., X�X�X�H and H�X�X�H instead of

{H,X}�X�X�H) were also tested, but neither for gas-phase
nor for Ar-matrix experimental values did these fits give con-
siderably smaller rms error and MAD values than the reported
sets of scaling factors.
Figures 2 and 3 show the errors in the unscaled, the uni-

formly scaled, and the SQM scaled computed vibrational frequen-
cies (obtained using the 6-31þþG** basis set) when compared to
the gas-phase and Ar-matrix experimental vibrational frequencies.
Without scaling, the PBE functional gives the smallest rms and
MAD values for frequencies. This is in line with systematic bench-
mark studies on comparisons of DFT functionals, which showed
that PBE is one of the best performing DFT functionals for har-
monic vibrational frequency calculations. It is also in agreement
with former studies2,29 that M06-2X provides poorer results for
unscaled vibrational frequencies. B3LYP and B3PW91 perform in
between the PBE and the M06-2X functionals in this respect.
The above order does not hold for the scaled frequencies. As

Figures 2 and 3 show, the individual error as a function of
wavenumber is considerably less linear and thus less system-
atic for the PBE functional than for the other three functionals. As
a consequence, both the uniformly and the SQM scaled vibra-
tional frequencies have considerably smaller rms error and
MADs for the other three functionals.
Most scaling factors increase when the basis set is changed from

6-31þþG** to aug-cc-pVTZ. However, scaling factors for the

Table 2. Ar-Matrix SQM Scaling Factors with Root-Mean-Square (RMS) Errors and Mean-Average Deviations (MAD) of the Fit
in cm�1

PBE B3LYP B3PW91 M06-2X

internal coordinate 6-31þþG** aug-cc-pVTZ 6-31þþG** aug-cc-pVTZ 6-31þþG** aug-cc-pVTZ 6-31þþG** aug-cc-pVTZ

X�X 0.9833 0.9865 0.9321 0.9424 0.9108 0.9236 0.8748 0.8865

X�{Cl,S} 1.0835 1.0905 1.0480 1.0621 0.9789 0.9893 0.9336 0.9420

C�H 0.9586 0.9693 0.9189 0.9299 0.9111 0.9251 0.8982 0.9078

N�H 0.9491 0.9595 0.9061 0.9143 0.8928 0.9033 0.8852 0.8952

O�H 0.9658 0.9735 0.9067 0.9134 0.8899 0.8990 0.8718 0.8786

S�H 0.9855 0.9910 0.9445 0.9484 0.9243 0.9330 0.9020 0.9041

X�X�X 1.0932 1.0689 1.0219 1.0083 1.0114 1.0001 0.9740 0.9600

X�X�H 1.0346 1.0400 0.9635 0.9681 0.9665 0.9762 0.9625 0.9679

H�C�H 1.0087 1.0129 0.9394 0.9479 0.9490 0.9607 0.9386 0.9447

H�N�H 0.9995 1.0234 0.9407 0.9485 0.9392 0.9556 0.9488 0.9662

X�X�X�X 1.0935 1.0617 1.0161 0.9914 1.0093 0.9930 0.9877 0.9724

{H,X}�X�X�H 1.0412 1.0272 0.9623 0.9498 0.9610 0.9531 0.9283 0.9184

(linear bend)a 0.9720 1.0088 0.9129 0.9492 0.9095 0.9514 0.8632 0.8869

No Scaling

rms 37.57 33.99 70.83 62.42 78.98 67.42 94.18 85.74

MAD 19.86 15.64 39.39 33.76 45.55 38.67 52.83 47.03

Uniform Scaling

scaling factorb 0.9769 0.9847 0.9284 0.9369 0.9205 0.9322 0.9053 0.9133

rms 31.73 31.42 23.04 21.33 25.30 23.54 26.96 24.80

MAD 11.14 12.16 9.08 9.24 9.79 9.92 10.79 11.01

SQM Scaling

rms 15.81 20.82 13.29 13.86 12.99 13.37 15.31 14.92

MAD 7.72 10.81 6.77 6.95 6.49 6.84 7.70 7.55
aOnly the C�C�N and C�N�C scaling factor of CH3CN and CH3NC is included in the fit; furthermore, it can be very different for different
molecules. Hence, this value is not transferable to other molecules. b Scaling factor for force constants. The scaling factor of the vibrational frequencies is
the square-root of the given value.
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X�X�X bending deformations and the torsions consistently
decrease. The X�X�X�X torsional vibrations show a large
decrease in the magnitude of the scaling factor with all DFT
functionals, but generally the sensitivity of the SQM scaling factors
to the quality of the basis set is different for different functionals.
The following vibrations show a relatively larger change in the

respective factor value when the basis set is changed: H�N�H
vibrations for the PBE functional, X�{Cl,S} and X�X�X vibra-
tions for B3LYP, X�X, C�H, and H�N�H vibrations for
B3PW91, and X�X�X and the H�N�H vibrations for M06-2X.
Since DFT methods converge fairly rapidly with the one-

particle basis set a uniform scaling factor obtained for a given

Figure 2. Errors in calculated vibrational frequencies (ν~gas,calc� ν~gas, exp vs ν~gas exp) for the vibrational modes of the training set using different types of
scaling and different DFT functionals with the 6-31þþG** basis set.

Figure 3. Errors in calculated vibrational frequencies (ν~Ar,calc � ν~Ar,exp vs ν~Ar,exp) for the vibrational modes of the training set using different types of
scaling and different DFT functionals with the 6-31þþG** basis set.
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functional with a large enough basis set can be used in calcula-
tions applying a different large basis set with the same functional.
In contrast to this, in the case of SQM scaling it is more important
to use scaling factors optimized for the particular basis set,
especially far from the complete basis set limit. This is because
SQM scaling factors can change differently with different basis
sets; i.e., some of them may increase, while others may decrease.
This usually averages out for the uniform scaling factor. As an
example, the gas-phase PBE H�N�H scaling factor increases by
0.025 and the X�X�X�X scaling factor decreases by 0.035,
while the uniform scaling factor increases by only 0.008 when the
basis set is changed from 6-31þþG** to aug-cc-pVTZ. In order to
illustrate thiswe used the optimizedB3LYP/6-31G* (refs 10 and16)
and the gas-phase B3LYP/6-31þþG** (Table 4) scaling factors
to scale the B3LYP/aug-cc-pVTZ force fields of the molecules in
the training set. In the case of SQM scaling the total rms error
increases from 13.45 cm�1 to 55.53 cm�1 and to 16.25 cm�1,
respectively. In the case of uniform scaling the change in the rms
errors is smaller, increasing from 21.45 cm�1 to 25.04 cm�1 and
to 23.08 cm�1, respectively. Interchanging the scaling factors
between different functionals leads to much larger rms errors.
As seen in Tables 1 and 2 the rms error decreases by almost

half, and the MAD to two-thirds, on changing from uniform
scaling to the SQM scheme. (Illustrative examples when the
slightly more elaborate SQM procedure has obvious benefits are
shown in Section 3.3 for molecules not in the training set.) It is
important to note that even the M06-2X functional, which was
found to be inferior for unscaled vibrational frequency calcula-
tions, when used together with the SQM scheme gives consider-
ably better results than any of the functionals using a single
uniform scaling factor. Moreover, the M06-2X SQM vibrational
frequencies have similar rms andMAD values compared to those
of the other functionals with the SQM method, and at the same
time are expected to be more accurate in cases when inter- and
intramolecular hydrogen bonds can influence the vibrational
frequencies.
Finally, it is also interesting to note that, except for the Ar-

matrix SQMM06-2X frequencies, both the MAD and rms errors
are smaller for the 6-31þþG** basis set than for aug-cc-pVTZ.
This means that the smaller 6-31þþG** basis set with a DFT
functional and SQM scaling can efficiently be used for the
calculation of vibrational spectra of large molecules.
3.2. Comparison of SQM Scaling Factors Fitted to Gas-

Phase and Ar-Matrix Frequencies. It is not obvious whether
the effect of the matrix host on the vibrational frequencies can be
modeled simply by using separate SQM scaling factors for
gas-phase and Ar-matrix data, respectively. Of course, specific
interactions cannot be treated by scaling. Notable are, for
example, site splitting effects in which vibrational bands are split
due to embedding of the investigated molecule into differently
shaped cavities in the host lattice. These effects are expected to be
specific for individual molecules.
On the other hand, scaling should be able to account for

systematic matrix shifts. The latter can be caused by nondirec-
tional, isotropic physical effects that do not depend on the shape
and symmetry of the cavity. Scaling factors can then statistically
account for the matrix shifts even if the physical mechanisms
responsible for the shifts are not known.
In Figure 4 experimentally observed differences between

the gas-phase and the Ar-matrix frequencies are shown for the
347 fundamental vibrational frequencies in the training set as a
function of the experimental gas-phase frequency. There are

regions where, except for a few exceptions, the matrix shifts are
systematic. The most conspicuous among these are the N�H
and O�H stretching regions at ∼3200�3500 cm�1, where the
Ar-matrix data are red-shifted by 10�20 cm�1. The matrix shift
of these vibrationalmodes can be accounted for by using different
SQM scaling factors for Ar-matrix and gas-phase spectra.
There are chaotic regions in Figure 4 as well. In the C�H

stretching region at ∼2800�3100 cm�1 the matrix shifts vary
essentially randomly between þ10 and �20 cm�1. Although it
cannot be seen directly, it is well-known in matrix isolation
spectroscopy, including the studies used for the present fits, that
C�H stretching modes are frequently split in Ar matrices due to
site effects, causing both red- and blue-shifted bands compared to
gas-phase observations. Thus, the matrix shifts of the C�H
stretching modes are not expected to be reflected in the different
gas-phase and Ar-matrix SQM scaling factors.
Finally there are regions, which might seem to be chaotic at

first sight, but where tendencies can be shaded. In the fingerprint
region, especially around 800�1200 cm�1, different bending and
stretching vibrations can strongly mix in the normal modes. If the
Ar matrix has a consistent effect on different types of internal
coordinates (and on the corresponding force constants), then
the standard SQM scaling model ought to be able to handle this
situation.
After summarizing our expectations, let us analyze the fitting

results. The largest, most pronounced difference between the
gas-phase and Ar-matrix scaling factors are observed for the
X�X�X�X torsional force constants where the Ar-matrix
scaling factors are about 2�3% larger than the corresponding
gas-phase scaling factors. This is most likely caused by the fact
that these torsions usually have large amplitudes which are
hindered in a tight matrix cage.
The Ar-matrix scaling factors for X�{Cl,S} stretches are about

1% smaller than the corresponding gas-phase scaling factors.
This can be explained either by the relatively stronger dispersion
forces between Ar and Cl/S that weaken the X�{Cl,S} covalent
bond, or by coupling of the X�{Cl,S} stretching vibration with
Ar lattice vibrations which increase the reduced mass of the
vibrational mode.
As expected, there is also a relatively large difference between

the gas-phase and Ar-matrix scaling factors for the N�H and

Figure 4. Experimental matrix shifts (ν~Ar,exp� ν~gas,exp vs ν~gas,exp) for the
vibrational modes of the training set.
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O�H stretching force constants where the Ar-matrix value is
smaller by about 0.6% and 0.9%, respectively, than the corre-
sponding gas-phase value. Similar results are obtained for the
H�N�H and H�C�H force constants with a decrease larger
than 1%. In contrast the S�H stretching force constants are
larger by about 0.7% in the Ar matrix than in the gas phase. This
might be due to the fact that, unlike the N�H and O�H groups,
the S�H group tightly fits into an Ar hole in the matrix which
makes the potential energy surface steeper along the S�H
stretching coordinate.
It is also in line with expectations that there is no significant

difference between theAr-matrix and gas-phase scaling factors for the
C�H stretching force constants. The same holds for the X�X (e.g.,
C�C) stretch, the X�X�H bend, and the {H,X}�X�X�X
torsion scaling factors. In the case of X�X stretching force constants
in particular, the practically identical Ar-matrix and gas-phase scaling
factors are explained by the fact that most of these internal coordi-
nates are located inside the molecule and are affected by the matrix
only indirectly.
As a summary Figure 5 shows the differences between the

SQM scaled gas-phase and Ar-matrix frequencies as obtained at
the B3LYP/6-31þþG** level of theory for the 347 fundamental
vibrational frequencies in the training set. It is clear from the above
discussion, from Figure 5, as well as from a comparison with Figure 4
that this simple model has the potential of predicting the correct
matrix shift even in regions where different vibrational modes overlap
and mix. Further examples are provided in the next section.
3.3. Illustrative Tests.The following calculations are included

in order to demonstrate the quality of results that can be obtained
with the new SQM scaling factors. None of these systems (except
the formamide monomer) were included in the training set.
3.3.1. Hydrogen-Bonded Molecular Systems. In order to

check the accuracy of the fitted SQM scaling factors for the four
functionals we have selected a few hydrogen-bonded test sys-
tems: the Cc conformer of hydroxyacetone (Cc HA), the tγLþ
conformer ofN-acetylproline amide (Ac-Pro-NH2), the βDL and
γDdL conformers of N-acetylglycine-N0-methyl amide (Ac-Gly-
NHMe), and the formamide dimer.
The results for systems with intramolecular hydrogen bonds

are presented in Tables 3 and 4. All the SQM fits except for PBE
show a slight improvement in the total rms error for CcHA (see

Table 3) as compared to the results obtained using the original
SQM B3LYP/6-31G* scheme. For the O�H stretching mode
directly affected by intramolecular hydrogen bonding, the SQM
B3LYP/6-31þþG** and the SQM B3LYP/aug-cc-pVTZ results
show definitive improvement as compared to SQM B3LYP/
6-31G*. In line with the conclusions of Section 3.1, the
6-31þþG** and aug-cc-pVTZ basis sets give almost the same
result for each functional.
For the amide A (N�H stretching), I (CdO stretching) and

II (mixedN�H stretching and C�N�Hdeformation)modes of
the peptide models (see Table 4), which are also directly affected
by intramolecular hydrogen bonding, the advantage of the SQM
B3LYP/6-31þþG** scheme over SQM B3LYP/6-31G* is more
noticeable; for the amide A mode the rms error is reduced by
almost a factor of 2. In both these cases SQM M06-2X/
6-31þþG** seems to perform particularly well.
For the formamide dimer, the test system with an intermole-

cular hydrogen bond, conclusions similar to those above also
hold (see Table 5). Both the larger N�H frequency stretching
and the CdO stretching modes are estimated rather well with
each scheme, while the lower frequency N�H stretching mode
has a smaller error when the SQM B3LYP/6-31þþG** or the
SQM B3LYP/aug-cc-pVTZ schemes are used instead of SQM
B3LYP/6-31G*. For this mode, the M06-2X and B3PW91
functionals also perform well. Unlike for the training set and
for the test systems with intramolecular hydrogen bonds, the aug-
cc-pVTZ basis set gives a considerably better result for this mode
of the formamide dimer than the 6-31þþG** basis set.
3.3.1. Systems Containing S and Cl Atoms. trans-Thioglyoxal

(HCOCHS), chloro-methanol (ClCH2OH), and 3,4-dichloro-
1,2,5-thiadiazol (DCTD) were chosen as test systems containing
heavier atoms (S and Cl). The rms errors for vibrational fre-
quencies computed using the different functionals, new SQM
scaling factors, and the 6-31þþG** basis set are compared with
older scaling schemes in Table 6. As expected, the SQM procedure
gave better results than uniform scaling for the B3LYP functional.
The results obtained using the new SQM scaling factors with the
6-31þþG** basis set are slightly better than those obtained by
the formerly published B3LYP/6-31G* SQM scaling scheme. Note
that for these systems the other three functionals perform better
than B3LYP. Apart from HCOHCS the best results are obtained
using the M06-2X functional. The observation regarding the good

Figure 5. B3LYP/6-31þþG** SQM matrix shifts (ν~Ar,SQM � ν~gas,SQM
vs ν~gas,exp) for the vibrational modes of the training set.

Table 3. Absolute Errors (in cm�1) in Calculated v~O�H and
v~CdO Vibrational Frequencies for the Cc Conformer of
Hydroxyacetone Together with RMS Errors (also in cm�1)
for All Experimentally Available Frequenciesa

method Δv~O�H Δv~CdO rmsb

uniformly scaled B3LYP/6-31þþG** þ49 �13 24.23

SQM B3LYP/6-31G* þ17 þ5 11.66

SQM B3LYP/6-31þþG** þ8 �6 9.81

SQM B3LYP/aug-cc-pVTZ þ2 �7 9.61

SQM M06-2X/6-31þþG** þ23 þ12 10.94

SQM M06-2X/aug-cc-pVTZ þ22 þ9 9.92

SQM B3PW91/6-31þþG** �12 �7 9.73

SQM B3PW91/aug-cc-pVTZ �19 �6 11.03

SQM PBE/6-31þþG** �51 �22 16.67

SQM PBE/aug-cc-pVTZ �58 �31 20.60
a Experimental values are observed in Ar matrix, from ref 41. bRoot-
mean-square errors of 6 vibrational frequencies.
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performance of the SQM M06-2X/6-31þþG** scheme for these
systems is also consistent with the fitting results, viz. the residual rms
errors of all experimentally available frequencies of the 9 S- and
Cl-atom containingmolecules in the training set (using the gas-phase
scaling factors obtained for thewhole training set) are 13.18 cm�1 and
12.74 cm�1 for B3LYP/6-31þþG** and M06-2X/6-31þþG**,
respectively.
For frequency calculations for systems containing S and Cl

atoms, the SQM M06-2X/6-31þþG** scheme seems to be the
preferred choice, especially if the molecule has weak X�Cl or
X�S bonds, or when dispersion interactions between S or Cl
atoms and other fragments of the molecule might be important.

3.3.1. Matrix Shift. Since there are no significant differences in
matrix shifts obtained by different functionals and/or basis sets,
we discuss only comparison of the SQM B3LYP/6-31þþG**
matrix shifts with experimental data.
The first example includes HNO3 and trans-HONO. Each

vibrational mode of both molecules has been observed both in
the gas phase30,31 and in an Ar matrix;32,33 furthermore, the matrix
shifts have previously been estimated using the polarizable conti-
nuum model (PCM).34,35 These former computational and experi-
mental results together with our SQM B3LYP/6-31þþG** matrix
shifts are collected in Table 7. As can be seen the O�H stretching
mode is largely overestimated by the PCMmethod, while our results
show good and almost perfect agreement for HNO3 and trans-
HONO, respectively. ForNdOstretching frequency shifts the PCM
and the SQM results have about the same error, but opposite sign;
i.e., the PCM results overestimate, while the SQM results under-
estimate, the matrix shifts. For lower frequency vibrations the PCM
model unambiguously gives better values.
Similarly to HNO3 and trans-HONO, the matrix shift of the

O�H stretching mode of glycine is well estimated by the SQM
scheme; the estimated shift is �16.5 cm�1, which compares
to the experimental value of�17 cm�1.11a,36The sign of the shift
for the C�O�H bending and CdO stretching vibrations are esti-
mated well by our model, although their magnitudes are under-
estimated; i.e., the computed shifts are only�2 cm�1 and�4 cm�1,
respectively, while the corresponding experimental matrix shifts are
�13 cm�1 and �8 cm�1. For the C�N�H bending mode the

Table 4. RMS Errors (in cm�1) in Calculated Amide A, Amide I and II Vibrational Frequencies for the tγLþ Conformer of
Ac-Pro-NH2 and the βDL and γDdL Conformers of Ac-Gly-NHMe as Well as RMS Errors for All Experimentally Available
Frequencies of tγLþ of Ac-Pro-NH2

a

method rmsb amide A rmsb amide I rmsc amide II rmsd Ac-Pro-NH2

uniformly scaled B3LYP/6-31þþG** 36.78 20.96 12.62 22.61

SQM B3LYP/6-31G* 19.05 14.64 16.50 10.14

SQM B3LYP/6-31þþG** 9.99 10.87 15.88 9.32

SQM M06-2X/6-31þþG** 14.91 7.73 14.46 11.43

SQM B3PW91/6-31þþG** 19.46 7.44 18.77 9.71

SQM PBE/6-31þþG** 40.66 11.87 17.39 17.53
a Experimental values are observed in Ar matrix, from refs 42 and 43. bRoot-mean-square errors of 6 vibrational frequencies. cRoot-mean-square errors
of 4 vibrational frequencies. dRoot-mean-square errors of 53 vibrational frequencies.

Table 5. Absolute Errors (in cm�1) in Calculated Vibrational
Frequencies for the Formamide Dimera

method Δv~N�H, aa Δv~N�H, as Δv~CdO

SQM B3LYP/6-31G* �2 þ55 þ8

SQM B3LYP/6-31þþG** 0 þ42 �11

SQM B3LYP/aug-cc-pVTZ �12 þ14 �17

SQM M06-2X/6-31þþG** �9 þ40 �9

SQM M06-2X/aug-cc-pVTZ �6 þ16 �16

SQM B3PW91/6-31þþG** �13 �7 �7

SQM B3PW91/aug-cc-pVTZ �13 �26 �11

SQM PBE/6-31þþG** �15 �80 �8

SQM PBE/aug-cc-pVTZ �15 �99 �22
a Experimental values are observed in gas phase, from ref 44.

Table 6. RMS Errors (in cm�1) in Calculated Vibrational
Frequencies for trans-Thioglyoxal (HCOCHS), Chloro-
methanol (ClCH2OH), and 3,4-Dichloro-1,2,5-thiadiazol
(DCTD)

method rmsa HCOCHS rmsb ClCH2OH rmscDCDT

uniformly scaled
B3LYP/6-31þþG**

14.17 43.24 31.81

SQM B3LYP/6-31G* 13.71 18.00 21.61
SQM B3LYP/6-31þþG** 11.29 14.19 19.73
SQM M06-2X/6-31þþG** 15.42 12.76 11.30
SQM B3PW91/6-31þþG** 8.38 13.58 13.53
SQM PBE/6-31þþG** 15.47 16.51 17.47

a Experimental values are observed in Armatrix, from ref 45. Root-mean-
square errors of 8 vibrational frequencies. b Experimental values are
observed in gas phase from ref 46. Root-mean-square errors of 6
vibrational frequencies. c Experimental values are observed in gas phase,
from ref 47. Root-mean-square errors of 13 vibrational frequencies.

Table 7. Experimental and Calculated Ar-Matrix Shifts
(in cm�1) for HNO3 and trans-HONO

HNO3 trans-HONO

expt30,32 PCM34 SQMa expt31,33 PCM35 SQMa

Δv~O�H �28 �79 �16 �20 �71 �17

Δv~NdO �11 �18 �3 �11 �13 �4

�5 �6 �2

Δv~H�O�N þ1 þ5 �1 þ2 þ1 0

Δv~N�O þ18 þ2 þ1 þ8 þ6 þ1

Δv~O�N�O þ1 þ2 þ2 þ13 þ8 0

þ9 þ7 0

Δv~torsion þ8 þ5 þ2 þ5 þ1 þ2

�7 �8 þ1
a Present study. Obtained as the difference of SQMB3LYP/6-31þþG**
calculations using gas-phase and Ar-matrix scaling factors.
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estimated and the experimental matrix shifts have opposite signs,
�4 cm�1 and þ10 cm�1, respectively.
As a conclusion our simple model for predicting matrix shifts

works only for certain types of vibrations, e.g., for O�H
stretchings and possibly for low frequency torsional modes. Even
so, for interpretation of matrix isolation IR spectra the use of Ar
matrix scaling factors is recommended over the gas-phase sets. As
an example, using the gas-phase instead of Ar-matrix B3LYP/
6-31þþG** scaling factors the rms error increases from 9.70 to
13.30 cm�1 when the computed frequencies are compared to Ar-
matrix experimental values for glycine. For the Ar-matrix vibra-
tional frequencies of the molecules in the fitting set the change
from Ar-matrix to gas-phase B3LYP/6-31þþG** scaling factors
results in a more than 1 cm�1 larger rms error for frequen-
cies larger than 2500 cm�1 and smaller than 500 cm�1, while the
difference in the rms errors is only about 0.5 cm�1 in the
fingerprint region.

4. SUMMARY

In the present work we have determined quantum mechan-
ical (SQM) scaling factors for four DFT functionals (PBE,
B3LYP, B3PW91, and M06-2X) using two different basis sets
(6-31þþG** and aug-cc-pVTZ). The main aims of the work
were (1) to obtain a scheme which yields more accurate
computed vibrational frequencies especially for systems with
intra- or intermolecular hydrogen bonds; (2) to include S- and
Cl-containing molecules in the fitting procedure; (3) to try to
estimate the matrix shifts between gas-phase and Ar-matrix
isolation vibrational frequencies by using two different sets of
SQM scaling factors.

The fitting results and the test calculations revealed that the
accuracy obtained using the 6-31þþG** and the aug-cc-pVTZ
basis sets are approximately the same.

As far as the functionals are concerned, PBE gives the best
unscaled frequencies, but the worst scaled frequencies. The
opposite is true for the M06-2X functional, which, among the
four functionals tested, gives the largest rms errors in the
unscaled vibrational frequencies, but when using the SQM
scheme its rms error is only slightly larger than that with the
B3LYP and B3PW91 functionals. When using the SQM scheme
the rms errors decrease by about a factor of 2 as compared to
uniformly scaled vibrational frequencies, while the improvement
can be as large as a factor of 6 when compared to unscaled
frequencies.

For simple molecules containing elements only up to the
second row the SQM procedure in conjunction with either the
B3LYP or B3PW91 density functionals can be recommended
on the basis of our results. For hydrogen-bonded systems the
use of the SQM B3LYP procedure, together with either the
6-31þþG** or the aug-cc-pVTZ basis set, is suggested.We obtained
small but definite improvements, i.e., a 10�30% reduction of the rms
error compared to the originally published SQM B3LYP/6-31G*
scheme for hydrogen-bonded test systems. For systems containing
heavier atoms, e.g., sulfur, the SQMM06-2X scheme seems to be the
best choice from among the investigated methods.

As far as the modeling of the matrix shifts is concerned we
obtained less satisfactory results. The significantly different gas-
phase/Ar-matrix scaling factors for the O�H and N�H stretch-
ing and X�X�X�X torsional modes reproduce the matrix shift
remarkably well for vibrational modes whose normal coordinates
have a high enough component of these internal coordinates.

In order to improve the estimation of matrix shifts by simple
scaling, the fact that double and triple bonds usually have a larger
polarizability and larger interaction with the matrix than do single
bonds has to be taken into account. Furthermore, atoms and
bonds inside the molecule do not interact directly with the
matrix, unlike those on the surface. Although both of these effects
could be taken into account, algorithms to treat surface atoms and
bonds and/or multiple bonds separately would complicate the
present simple scheme. Use of the SQM scheme together with a
solvent model might also improve the theoretical estimate of the
matrix shifts.

In the near future we intend to determine similar SQM scaling
factors for recent functionals, including the DFT-D methods,
which account for dispersion interactions.37�40
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